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Abstract. Gross primary production (GPP) can be separated

from flux tower measurements of net ecosystem exchange

(NEE) of CO2. This is used increasingly to validate process-

based simulators and remote-sensing-derived estimates of

simulated GPP at various time steps. Proper validation in-

cludes the uncertainty associated with this separation. In this

study, uncertainty assessment was done in a Bayesian frame-

work. It was applied to data from the Speulderbos forest

site, The Netherlands. We estimated the uncertainty in GPP

at half-hourly time steps, using a non-rectangular hyperbola

(NRH) model for its separation from the flux tower measure-

ments. The NRH model provides a robust empirical relation-

ship between radiation and GPP. It includes the degree of cur-

vature of the light response curve, radiation and temperature.

Parameters of the NRH model were fitted to the measured

NEE data for every 10-day period during the growing season

(April to October) in 2009. We defined the prior distribution

of each NRH parameter and used Markov chain Monte Carlo

(MCMC) simulation to estimate the uncertainty in the sepa-

rated GPP from the posterior distribution at half-hourly time

steps. This time series also allowed us to estimate the uncer-

tainty at daily time steps. We compared the informative with

the non-informative prior distributions of the NRH param-

eters and found that both choices produced similar posterior

distributions of GPP. This will provide relevant and important

information for the validation of process-based simulators in

the future. Furthermore, the obtained posterior distributions

of NEE and the NRH parameters are of interest for a range

of applications.

1 Introduction

Net ecosystem exchange (NEE) is a terrestrial component of

the global carbon cycle. It is the exchange of CO2 between

the terrestrial ecosystem and the atmosphere. The measure-

ment of NEE by the eddy covariance technique is well-

established (Baldocchi, 2003). Specifically, NEE is the bal-

ance between the CO2 released by the ecosystem respira-

tion (Reco) and the gross CO2 assimilated via photosynthe-

sis. The fraction of carbon in the assimilated CO2 is the gross

primary production (GPP). Estimates of GPP provide infor-

mation about the physiological processes that contribute to

NEE (Aubinet et al., 2012). Measured NEE data are used

to validate the NEE that is simulated by ecosystem process-

based simulators such as BIOME-BGC (BioGeochemical

Cycles) (Thornton, 1998). It is often desirable to validate

the simulated component flux (Reco and GPP) independently.

This is particularly important for diagnosing the misrepre-

sentation (overestimation or underestimation) of assimilation

processes in the simulator (Reichstein et al., 2005), which

can only be achieved by comparing the GPP partitioned

from NEE data with the simulated one. Furthermore, remote-

sensing-derived light use efficiency (LUE) models address

the spatial and temporal dynamics of GPP (Running et al.,

2004). The reliability of such models at the regional scale

relies on the validation using GPP partitioned from NEE

data (Wang et al., 2010; Li et al., 2013).

Flux partitioning methods (FPM) are used to partition

NEE into its component flux (GPP and Reco). These meth-

ods are based on fitting a non-linear empirical model to the

measured NEE data and other meteorological data in order

to estimate the parameters. The estimated parameters of the

non-linear model are then used to predict daytime Reco and
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GPP. There are two types of FPM: (1) those that use only

night-time NEE data, and (2) those that use either daytime

NEE data or both daytime and night-time data (Lasslop et al.,

2010; Stoy et al., 2006; Aubinet et al., 2012).

A night-time-based FPM assumes that NEE is equal to

Reco (GPP= 0 during the night) and that it varies with air

and soil temperature (Richardson et al., 2006a). A daytime-

based FPM assumes that the variation of NEE occurs with

photosynthetic photon flux density (PPFD) and the light re-

sponse curve (plot of NEE against PPFD) can be represented

by a rectangular hyperbola (RH) model (Ruimy et al., 1995).

Lasslop et al. (2010) proposed a daytime-based FPM us-

ing the RH model by incorporating the variation of NEE as

a function of global radiation, air temperature, and vapour

pressure deficit (VPD) because these affect GPP via stomatal

regulation. A daytime-based FPM was proposed that uses

the non-rectangular hyperbola (NRH) model to incorporate

the effect of the degree of curvature (θ ) of the light response

curve (Gilmanov et al., 2003; Rabinowitch, 1951). θ repre-

sents the convexity of the light response curve as the NEE

and radiation relationship approaches saturation. Further, the

light response curve represented by the NRH model has been

found to fit NEE data better than the RH model (Gilmanov

et al., 2003; Aubinet et al., 2012). Gilmanov et al. (2013) fur-

ther improved the NRH model by incorporating the effect of

VPD and temperature as proposed by Lasslop et al. (2010).

They used PPFD and soil temperature instead of global ra-

diation and air temperature respectively. This improvement

incorporates the influence of PPFD, air or soil temperature,

VPD, and θ by taking advantage of better representation of

the light response curve by comparison to the RH model.

A quantification of uncertainty in partitioned GPP pro-

vides an associated credible interval that can be used

for proper implementation of calibration and validation of

a process-based simulator against partitioned GPP (Hagen

et al., 2006). The temporal resolution of process-based sim-

ulators may vary from half-hourly to monthly. It is therefore

necessary to quantify uncertainty associated with the parti-

tioned GPP at half-hourly to monthly timescales. For exam-

ple, the partitioned GPP and associated uncertainty at a daily

timescale can provide data for the calibration of process-

based simulators such as BIOME-BGC.

In this study, we adopted the NRH model to partition half-

hourly GPP from NEE data. In the past, numerical opti-

mization has been used to estimate a single optimized value

of each model parameters (Gilmanov et al., 2003, 2013).

This did not quantify the uncertainty in half-hourly parti-

tioned GPP. The measurements of half-hourly NEE are un-

certain. Therefore, the optimized parameters are also uncer-

tain (Richardson and Hollinger, 2005). Obtaining the under-

lying probability distribution of the NRH parameters gives

a measure of uncertainty in parameters, which can be fur-

ther propagated towards the NRH model to estimate uncer-

tainty in partitioned GPP. A Bayesian implementation pro-

vides a solution to quantify the uncertainty in model param-

eters in the form of probability distributions (Gelman et al.,

2013). The Bayesian approach was used in other studies to

constrain the parameters of process-based simulators by us-

ing either eddy covariance data, biometric data, or both (Du

et al., 2015; Minet et al., 2015; Ricciuto et al., 2008). We

applied the Bayesian approach to a different type of model.

We fitted the non-linear empirical NRH model to NEE data

and quantified the uncertainty in NRH parameters to partition

GPP with uncertainty.

The objective of this study was to implement a Bayesian

approach for quantification of the uncertainty in half-hourly

partitioned GPP using the NRH model given the availabil-

ity of half-hourly NEE and other meteorological data. The

time series of empirical distributions of half-hourly GPP val-

ues also allowed us to estimate the uncertainty in GPP at

daily time steps. Data were available from a flux tower in

the central Netherlands at the Speulderbos forest. This will

provide relevant and important information for the validation

of process-based simulators.

2 Methods

2.1 Study area and data

The Speulderbos forest is located at 52◦15′08′′ N, 5◦41′25′′ E

within a large forested area in the Netherlands. There is a flux

tower within a dense 2.5 ha Douglas fir stand. The stand was

planted in 1962. The vegetation, soil, and climate of this site

have been thoroughly described elsewhere (Steingrover and

Jans, 1994; Su et al., 2009; van Wijk et al., 2001).

The CSAT3, Campbell Sci, LI7500 LiCor Inc, and

CR5000 instruments were installed in June 2006 and have

been maintained, and the data processed (software AltEddy,

Alterra) by C. van der Tol (University of Twente, co-author)

and A. Frumau (Energy Centre Netherlands). We examined

half-hourly NEE data (measured at the flux tower) for the

growing season (April to October) of 2009. The quality of

the NEE data were assessed using the Foken classification

system, which provides a flag to each half-hourly NEE da-

tum from 1 through 9 (Foken et al., 2005). Each flag is as-

sociated with (a) the range of the steady state condition of

the covariance of vertical wind speed and CO2 concentra-

tion of half-hour duration, (b) the range of the integral turbu-

lence characteristic parameter indicating the developed tur-

bulence; and (c) the range of the orientation of the sonic

anemometer to make sure that the probe is omnidirectional at

the time of measurements. We followed the suggestion of Fo-

ken et al. (2005) and accepted only those NEE data that were

labelled from 1 to 3. For the growing season, we acquired

half-hourly PPFD from the sensor PARlite (Kipp & Zonen,

Delft, the Netherlands) and half-hourly Ta from the weather

sensor WXT510 (Vaisala, Finland) installed at the flux tower.
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2.2 The non-rectangular hyperbola (NRH) model

NEE is given as

NEE= Pa−Reco, (1)

where NEE is measured by the eddy covariance technique

and Pa is gross CO2 assimilation. The exchange of carbon

into the system through photosynthesis is considered a posi-

tive flux because it represents production and the loss of car-

bon through respiration is considered a negative flux.

The light response curve is represented using the NRH

model (Gilmanov et al., 2003; Rabinowitch, 1951):

Pa =
1

2θ
× (α ·PPFD+Amax

−

√
(α ·PPFD+Amax)2− 4α ·Amax · θ ·PPFD

)
, (2)

where α is the apparent quantum yield, Amax is the photo-

synthetic capacity at light saturation, and θ is the degree of

curvature of the light response curve.

Gilmanov et al. (2013) modelled ecosystem respiration

Reco using the temperature-dependent term according to

Van’t-Hoff’s equation in its exponential form (Thornley and

Johnson, 2000):

Reco = r0× exp(kT Ta) , (3)

where Ta is the air temperature and r0 and kT are the temper-

ature sensitivity coefficients. Equations (2) and (3) are sub-

stituted in Eq. (1) to obtain the model for net ecosystem ex-

change NEE:

NEE=
1

2θ
× (α ·PPFD+Amax

−

√
(α ·PPFD+Amax)2− 4α ·Amax · θ ·PPFD

)
− r0× exp(kT Ta) . (4)

Both daytime and night-time half-hourly NEE, PPFD, and

Ta data were used to estimate the NRH model parameters β

= (θ , α, Amax, r0, kT ) (Eq. 4). For night-time data, Eq. (4)

includes only the respiration term because PPFD is equal to

zero during the night. These estimated parameters, together

with half-hourly PPFD, were used in Eq. (2) to calculate

half-hourly Pa. Values of half-hourly GPP were calculated

by multiplying Pa by 12/44 (12 is the atomic mass of car-

bon, and 44 is the atomic mass of CO2) in order to convert

the mass of CO2 into the mass of carbon (C). This gives

GPP in mg C m−2 s−1. This unit is the same as the unit of

GPP simulated by process-based simulators such as BIOME-

BGC. Therefore, the simulated GPP could be directly com-

pared to the partitioned GPP in the future at the study area.

The unit of Pa is the same as the unit of measured NEE in mg

CO2 m−2 s−1. The unit of each parameter and other variables

used in the above equations are shown in Table 1. Gilmanov

et al. (2013) proposed to incorporate the effect of VPD by

multiplying Eq. (2) by the VPD-response function, φ, that

accounts for the VPD limitation on Pa. The function φ is

set equal to 1 if VPD is below some critical value (VPDcr)

that indicates that water stress does not affect photosynthesis.

Above the critical value (VPD> VPDcr), φ decreases expo-

nentially with the curvature parameter σVPD, which may vary

between 1 and 30 kPa. Low values of σVPD indicate a strong

water stress effect, whereas higher values indicate a weak

water stress effect. We calculated half-hourly VPD from rel-

ative humidity (RH) using the procedure provided in Mon-

teith and Unsworth (1990). We found that 90 % of the total

half-hourly VPD values in the growing season of 2009 were

less than 1 kPa and 9 % were between 1 and 1.5 kPa. We

therefore neglected the influence of VPD as a limiting fac-

tor for the water stress at Speulderbos. This follows Körner

(1995) and Lasslop et al. (2010) who specified VPDcr = 1.

We, therefore, assumed φ equal to 1.

2.3 Theory of Bayesian inference for the model

parameters

Bayesian inference treats all parameters as random vari-

ables (Gelman et al., 2013). Bayes rule is given as

p(β|y)=
p(y|β)p(β)

p(y)
∝ likelihood× prior, (5)

where p(β) is the prior distribution, representing the prior

understanding of uncertainty in the model parameters val-

ues before the observations are taken into account. This un-

derstanding may come from expert judgement or previously

published research on the parameters (Oakley and O’Hagan,

2007; Raj et al., 2014). If no prior knowledge is available,

non-informative priors may be used (i.e., a wide prior distri-

bution that conveys no prior information). The term p(β|y) is

the posterior distribution of β after combining prior knowl-

edge and data y and represents the uncertainty in β given

the data and the prior. The marginal effect of each param-

eter p(βi |y), i = 1,2, . . .,n, is the main quantity of interest,

expressing the uncertainty in each parameter separately. The

term p(y|β) is the conditional probability of observing data

y given β and is also called the likelihood. The term p(y)

is the probability of observing the data y before observations

were taken. This acts as the normalizing constant that ensures

that p(β|y) is a valid probability distribution that integrates

to 1. For most real-world problems it is not possible to write

down analytical solutions for Eq. (5) and it is usual to per-

form inference using Markov Chain Monte Carlo (MCMC)

simulation (Gelman et al., 2013).

MCMC is a method for conducting inference on p(β|y).

It requires evaluation of the joint distribution p(y|β)p(β),

which represents the dependence structure in the data.

MCMC constructs Markov chains of the parameters space

and generates samples β(1), β(2), . . .,β(m) of β whose unique

stationary distribution is the posterior distribution of interest
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Table 1. List of symbols with unit.

NEE, y net ecosystem exchange mg CO2 m−2 s−1

Pa gross CO2 assimilation mg CO2 m−2 s−1

GPP gross primary production mg C m−2 s−1; g C m−2 d−1

Reco ecosystem respiration mg CO2 m−2 s−1

PPFD photosynthetic photon flux density µmolquantam−2 s−1

Ta air temperature ◦C

α quantum yield mgCO2 (µmolquanta)−1

θ degree of curvature of light response curve unitless

Amax photosynthetic capacity at light saturation mg CO2 m−2 s−1

kT temperature sensitive parameter (◦C)−1

r0 ecosystem respiration at reference temperature Ta = 0 ◦C mg CO2 m−2 s−1

τe precision of the normal distribution of the likelihood

β (θ , α, Amax, r0, kT )

Rb ecosystem respiration at reference temperature Ta = 15 ◦C g CO2 m−2 d−1

Q10 multiplication factor to respiration with 10 ◦C increase in Ta

RH relative humidity %

VPD vapour pressure deficit kPa

VPDcr critical value of vapour pressure deficit kPa

φ vapour pressure deficit response function

σVPD curvature parameter for φ kPa

p(β|y). Them samples are then used to conduct inference on

each βi . For example the mean, median and 95 % credible in-

terval can all be calculated over these m samples. It is usual

to construct multiple Markov chains and to assess whether

they converge to the same stationary distribution. We refer

the reader to chapter 4 in Lunn et al. (2013) and chapter 11

in Gelman et al. (2013) for further explanation.

2.4 Implementation of Bayesian inference for the NRH

model parameters

We treated Eq. (4) as a non-linear regression problem:

yi =
1

2θ
× (α ·PPFDi +Amax

−

√
(α ·PPFDi +Amax)2− 4α ·Amax · θ ·PPFDi

)
− r0× exp

(
kT Tai

)
+ εi = µi − νi + εi, (6)

where y is the response variable (NEE), PPFD and Ta are the

predictor variables and ε is the residual error. The residual

error arose because the model did not perfectly fit the data.

The subscript i indicates a single observation. For brevity we

use µi to refer to the first term on the RHS and νi to refer to

the second term on the right-hand side of Eq. (6).

As is usual in regression modelling, we assumed normally

distributed errors, hence εi ∼N(0,σ
2) and the likelihood

also followed a normal distribution, such that yi ∼N(µi −

νi,σ
2). In the above notation, β = (α,Amax,θ,r0,kT )

T and

the likelihood is p(y|β,σ 2), where y= (y1,y2, . . .,yn)
T for

n observations. The superscript T represents the transpose.

In Bayesian analysis it is usual to refer to precision, which

is the inverse of the variance, hence τe = 1/σ 2. Further, the

assumption of prior distributions for each βi together with

τe is required. No prior information was available for τe so

a non-informative prior was selected. We assumed a Gamma

distribution for τe with shape and rate parameters equal to

0.001. This ensures a non-negative non-informative prior for

τe (Lunn et al., 2013).

We made two choices for the prior distribution for each

βi . First, a non-informative prior was used (Sect. 2.4.1).

Second, prior information for each βi was obtained from

the literature, being called an informative prior distribution

(Sect. 2.4.2). Note that the same non-informative prior for

τe was used in both choices. The results for informative an

non-informative priors were compared.

2.4.1 Non-informative prior distributions

We assumed a normal distribution for each βi with mean

equal to 0 and standard deviation equal to 32, which gives

small value of the precision equal to 0.001 to make the dis-

tribution wide. NRH is a non-linear model and therefore ap-

propriate constraints should be imposed to ensure the mean-

ingful values of the prior parameter distribution (Lunn et al.,

2013). Each βi parameter must be positive (Sect. 2.4.2) so

we truncated the normal distribution on each βi except θ to

ensure only positive values. For θ , we truncated the normal

distribution to occur between 0 and 1 by setting the obvi-

ous limit to this parameter (see also item 2 in Sect. 2.4.2).

The above choices ensure wide non-informative prior dis-

tributions whilst specifically excluding physically unrealistic

values.
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2.4.2 Informative prior distributions

Below we justify choices for the informative prior distribu-

tions on β.

1. The quantum yield, α, represents the amount of ab-

sorbed CO2 per quanta of absorbed light. Cannell and

Thornley (1998) reported that α varies little among C3

species and has a value from 0.09 to 0.11 and from 0.04

to 0.075 molCO2 (mol quanta)−1 in saturated and am-

bient CO2 conditions respectively. The typical value of

α equals 0.05 molCO2 (mol quanta)−1 for a C3 species

in an ambient atmosphere (Skillman, 2008; Long et al.,

2006; Bonan et al., 2002). Douglas fir at Speulderbos is

a C3 species. We used this information to construct the

prior distribution on α, as follows:

– A value of α around 0.05 has the highest probabil-

ity. The probability decreases as the value of α de-

creases or increases from 0.05 and cannot be nega-

tive. The maximum value that α can attain is 0.11.

– We assumed a normal distribution of α with mean,

µα = 0.05, and variance, σ 2
α = (0.015)2 (i.e, stan-

dard deviation, σα = 0.015). The choice of mean

ensures that the highest probability is assigned to

the values around 0.05. The choice of variance

ensures that 99.7 % (µα ± 3σα) of α is positive

and lies in the interval between 0 and 0.11. We

also truncated 0.3 % of negative α values from

the assumed normal distribution. In the unit of

mgCO2 (µmolquanta)−1, the assumed normal dis-

tribution (N(µα = 0.05, σα = 0.015)) is expressed

as N(0.0022,0.00066) (Fig. 1a).

2. The curvature parameter θ can take values from 0,

which reduces Eq. (4) to the simpler rectangular hy-

perbola, to 1, which describes the Blackman response

of two intersecting lines (Blackman, 1905). The phys-

iological range for θ has been observed to be be-

tween 0.5 and 0.99 (Ogren, 1993; Cannell and Thornley,

1998). A value of θ = 0.9 was recommended by Thorn-

ley (2002) and at θ = 0.8 by Johnson et al. (2010)

and Johnson (2013). The estimate of θ , as a result of

fitting the NRH model to either measured photosynthe-

sis or NEE data was found to be in the range of 0.7 to

0.99 (Gilmanov et al., 2010, 2003). These findings for

θ indicated that a higher probability should be assigned

to the values around 0.8 and the probability should ap-

proach to zero below 0.5. This means that the distribu-

tion of θ can be assumed to be negatively skewed with

Pr(θ < 0.5) approaching zero and Pr(θ ≈ 0.8) at a max-

imum. These conditions were modelled using a beta

distribution with shape parameters at 10 and 3 for θ

(Fig. 1b).

3. The photosynthetic capacity at light saturation Amax

is reached when the photosynthesis is Rubisco limited

and varies among different tree species (Cannell and

Thornley, 1998). At the canopy level, Amax also de-

pends upon the structure of the canopy (i.e., arrange-

ment of the canopy leaves) and the area of leaves avail-

able to absorb photons. Both are determined by the leaf

area index (LAI) (Ruimy et al., 1995). We compiled

the prior information on Amax for Douglas fir species

from the literature. Values of Amax were mainly re-

ported for needles, whereas the NRH model (Eq. 4) re-

quires Amax values for the canopy. Scaling Amax from

needle to the canopy equivalent is not a trivial task

because this depends on the light distribution and the

vertical profile of Amax in the canopy. Here we anal-

ysed plateau values of photosynthesis at needle and

canopy level with simulations by a model that takes

this into account: the model SCOPE (van der Tol et al.,

2009). These simulations (not shown) indicated that

the relation between the two plateaus (canopy : needle

Amax) increased with LAI but saturated at a value of

2.8. The mean value of LAI at the Speulderbos site is

high (approximately 9 van Wijk et al., 2000; Stein-

grover and Jans, 1994) and therefore we could trans-

late the reported range of Amax values for the Speul-

derbos (Mohren, 1987) of 0.26 to 0.52 mgCO2 m−2 s−1

into values of 0.73–1.46 mgCO2 m−2 s−1 for canopy

Amax. van Wijk et al. (2002) reported slightly higher

canopy Amax values of 1.86 and 1.06 mgCO2 m−2 s−1

at the Speulderbos site. The highest and lowest value for

needle Amax for Douglas fir (irrespective of the site) we

found in the literature were 0.097 (canopyAmax = 0.27)

and 1.01 mgCO2 m−2 s−1 (canopy Amax = 2.8) respec-

tively (Ripullone et al., 2003; Warren et al., 2003; Lewis

et al., 2000). To cover this rather wide range of values,

a Gamma distribution with shape and rate parameters

equal to 4 and 2.5 respectively was selected to ensure

higher probabilities are assigned to the values between

1 and 2.5 with decreasing probabilities down to 0 and

up to 4.5 (Fig. 1c). The Amax values at Speulderbos are

well placed in the overall distribution.

4. The parameters for temperature sensitivity kT and Q10

are related asQ10 = exp(10kT ) (Davidson et al., 2006).

Q10 is the factor by which respiration (Eq. 3) is mul-

tiplied when temperature increases by 10 ◦C. (Ma-

hecha et al., 2010) carried out experiments across 60

FLUXNET sites to check the sensitivity of ecosystem

respiration to air temperature. They suggested that Q10

does not differ among biomes and is confined to values

around 1.4± 0.1 (corresponding to kT around 0.034±

0.008). Hence kT ≈ 0.034 should have the highest prob-

ability of occurrence. Q10 data reported in the support-

ing material of Mahecha et al. (2010) showed that Q10

becomes less frequent as it increases or decreases from

1.4 and attains a highest value of∼ 2.72 (corresponding

to kT = 0.1). To model these conditions a Gamma prior

www.biogeosciences.net/13/1409/2016/ Biogeosciences, 13, 1409–1422, 2016
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distribution was chosen with shape and rate parameters

equal to 4 and 120 respectively (Fig. 1d).

5. The r0 parameter represents the ecosystem respiration at

0 ◦C. We adopted the following steps to define the prior

distribution for r0.

– Mahecha et al. (2010) presented a graph of seasonal

variation of ecosystem respiration at 15 ◦C (Rb) for

60 FLUXNET sites. We extracted the values of Rb
(in g CO2 m−2 d−1) from the graph for those sites

that belong to evergreen needle leaf forest (ENF).

We obtained the values of r0 from Rb using the fol-

lowing equations:

r0 =
Rb

exp(kT × 15)
, (7)

where kT was obtained from Q10 as reported in

point 4 above. Site specific Q10 value is used here.

The unit of r0 is converted into mg CO2 m−2 s−1.

– We identified values of r0 for ENF in the range

0.013 to 0.07 mgCO2 m−2 s−1. We also identified

values of r0 in the range 0.019 to 0.043 at the Loo-

bos FLUXNET site in the Netherlands (Mahecha

et al., 2010), which is close to Speulderbos. There-

fore, we assumed that the most frequent values of

r0 at Speulderbos are in this range. To model these

conditions we chose a Beta distribution with shape

parameters at 2 and 64 (Fig. 1e).

2.4.3 Bayesian inference of β

We used WinBUGS software version 1.4.3 (Lunn et al.,

2000) to implement the Bayesian full probability models

(Eq. 5) for the inference of β. WinBUGS is a windows im-

plementation of the original BUGS (Bayesian Inference Us-

ing Gibbs Sampling) software. This was a joint initiative be-

tween the MRC Biostatistics Unit, Cambridge and the Impe-

rial College School of Medicine, London (Lunn et al., 2013).

WinBUGS implements MCMC for Bayesian inference. The

major inputs of WinBUGS are the following: (a) the model

file specifying the definition of the prior distribution of each

βi and likelihood function, (b) the number of Markov chains

to create, (c) the number of iterations for MCMC to carry out

for each Markov chain, (d) the burn-in period for which the

MCMC runs are discarded, (e) initial values of each βi for

each Markov chain. The burn-in period is the number of sam-

ples after which the Markov chains converge to a stationary

distribution. The post burn-in samples are used to perform

inference on the βi s.

We obtained the posterior distribution of each βi for ev-

ery 10-day block (total 22 blocks) in the growing season of

2009. More precisely, we obtained varying parameters and

did not assume values to be constant for the whole study pe-

riod. This approach is recommended by Aubinet et al. (2012),
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Amax
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kT

0.00 0.02 0.04 0.06 0.08 0.10

ro

Figure 1. Informative prior distribution of the NRH model

parameters: (a) α ∼N(µα = 0.0022, σα = 0.00066), (b) θ ∼

Beta(shape1= 10,shape2= 3), (c) Amax ∼ Gamma(shape=

4, rate= 2.5), (d) kT ∼ Gamma(shape= 4, rate= 120),

(e) r0 ∼ Beta(shape1= 2,shape2= 64). Information about

the NRH parameters is given in Table 1. The y axis represents the

density of corresponding distribution.

since obtaining varying parameters incorporates indirectly

the temporal changes in the factors such as canopy structure,

soil moisture and ecosystem nutrient levels that affect GPP.

NRH model does not include these factors directly. Hence,

although these factors are not included in the NRH model

our implementation does account for them. The 10-day block

was chosen because it was sufficiently long to ensure a suit-

ably large NEE data set within the 10-day block but was short

enough that we could account for temporal changes between

the 10-day blocks. Thus the temporal change is observed be-

tween consecutive blocks, not within a block. The sample

size within a 10-day block was limited because∼ 30 % of the
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data were typically discarded as being of low quality (Foken

flag 4 or higher, see Sect. 2.1).

We identified the appropriate length of the burn-in for both

informative and non-informative prior distributions. We cal-

culated the Gelman–Rubin potential scale reduction factor

(PSRF) to evaluate the convergence of Markov chains for

each βi for the post burn-in period. Graphically, we assessed

the convergence of Markov chains by plotting them together

for each βi . This plot is known as trace plot. A visual obser-

vation of a proper mixing of these chains indicates the con-

vergence of Markov chains to the stationary distribution. An

explanation of PSRF and the identification of the length of

the burn-in are given in the Supplement. We refer the reader

to pages 71–76 in Lunn et al. (2013) and pages 281–285

in Gelman et al. (2013) for further explanation. Based on that

analysis we used three Markov chains with 16 000 and 25 000

iterations for each chain for informative and non-informative

prior distributions respectively. We stored the posterior sam-

ples of each βi and τe for the remaining 30 000 samples

(i.e., 10 000 post burn-in samples for each of three Markov

chains). The BUGS code (model file for WinBUGS) is given

in the Supplement.

2.5 Posterior prediction

To perform prediction for a given PPFD0 and Ta0
, m post

burn-in samples of β and σ 2 were used as follows:

µ
(l)
0 =

1

2θ (l)
×

(
α(l) ·PPFD0+A

(l)
max

−

√
(α(l) ·PPFD0+A

(l)
max)

2− 4α(l) ·A
(l)
max · θ

(l) ·PPFD0

)
ν
(l)
0 = r

(l)
0 × exp

(
k
(l)
T Ta0

)
y
(l)
0 ∼N(µ

(l)
0 − ν

(l)
0 ,σ

2(l)), (8)

where (l) is not an exponent, but indicates a specific sample.

Other terms are as defined for Eq. (6). The m samples were

used to build up the posterior predictive distribution. In this

way posterior predictions of GPP (µ0) and NEE (y0) were

obtained. Note that the uncertainty in the posterior predic-

tions of GPP arose due to uncertainty in the posterior esti-

mates of β. Uncertainty in the posterior prediction of NEE

also considered the uncertainty arising due to the residual er-

ror.

Prediction was performed for each 10-day sample form=

30 000 samples (3 chains and 10 000 samples per chain).

These were then summarized (median and 95 % credible in-

terval) to obtain the posterior predictive inference for NEE

and GPP for each 10-day block. These 95 % credible inter-

vals show the uncertainty. Hence the actual values of NEE

and GPP are likely to be in this interval, but not necessarily

at the median. We reported the number of half-hourly NEE

measurements that lie inside and outside of 95 % credible in-

tervals of the corresponding half-hourly modelled NEE dis-

tributions. In this way, we checked whether realistic credible

intervals were obtained. Validation against a separate or hold-

out data set was in principle possible, but was not necessary

in this study, because we did not use the NRH model to pre-

dict at blocks outside the range of the data. Moreover, we did

not use the posterior β values outside the blocks where they

were fitted.

3 Results and discussion

3.1 Performance of MCMC

We examined the trace plots of the three Markov chains

for each βi and τe obtained for each 10-day block for

both choices of informative and non-informative prior dis-

tributions. Trace plots for one 10-day block (1 May to 10

May 2009) are shown in Fig. S3 in the Supplement. We ob-

served a proper mixing of the three Markov chains, indicat-

ing the convergence of three Markov chains to a stationary

distribution that could be used for inference. The Gelman–

Rubin PSRF was close to 1 (Table S1 in the Supplement) for

each βi and τe, providing further support for the convergence

of the Markov chains. The post burn-in samples were used

for inference for each 10-day block in the growing season of

2009.

Figure 2 shows the posterior prediction of half-hourly

NEE for a 10-day block (1 May to 10 May 2009) for the

choice of informative and non-informative prior distribu-

tions. The half-hourly NEE was summarized by the median

and the 2.5 and 97.5 % iles (i.e., 95 % credible intervals). Out

of 338 available half-hourly NEE measurements in this 10-

day block, 6 % laid outside the 95 % credible intervals for

both choices of prior distribution. This showed that the cov-

erage of the 95 % credible interval was appropriate. There

was no substantial difference in the shape of the percentiles

curve between the choices of prior distribution. This indi-

cated that the choice of informative or non-informative priors

did not influence the posterior prediction of NEE. Similar re-

sults were observed for other 10-day blocks. Over the entire

2009 growing season 94 % of the 7126 available half-hourly

NEE measurements were bracketed by the 95 % credible in-

tervals for posterior predicted NEE. The choice of informa-

tive or non-informative priors did not lead to any substantial

difference in the posterior predicted median or 95 % credible

intervals.

The 10-day block shown in Fig. 2 shows that the posterior

predicted median of NEE was positive during the day and

negative during the night. This is to be expected owing to the

lack of photosynthesis at night. However, at night the 95 %

credible interval spanned zero implying that, when prediction

uncertainty is considered, the actual predicted NEE might be

positive. This is not possible physically, but is an artefact of

the statistical approach. Since this is a non-linear regression-

type problem the uncertainty in the prediction arises due

to both the uncertainty in the estimated regression parame-

ters, β and the residual uncertainty. This residual uncertainty
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Figure 2. Median (solid lines) and 95 % credible intervals (dashed

lines) of the posterior distribution of NEE together with half-hourly

NEE measurements (solid points) for a 10-day block (1 May to 10

May 2009, Julian days 121 to 130): (a) when using informative prior

distributions, (b) when using non-informative prior distributions.

was assumed to follow a normal distribution with zero mean

and precision, τe, and reflects the scatter of the observations

round the posterior median prediction. Following our discus-

sion above, this correctly represents the uncertainty in predic-

tion. A consequence of this was that the prediction intervals

were wide and the predictions were potentially positive dur-

ing the night. This could potentially be addressed by intro-

ducing further constraints into the model to allow τe to vary

temporally (e.g., Hamm et al., 2012). We leave that as a topic

for future research whilst noting that our data set is not very

large and we have already fitted a complicated model.

3.2 Uncertainty in partitioned GPP at half-hourly and

daily time step

Figure 3 shows the histograms of the posterior distribution

of half-hourly and daily-summed GPP for Julian days 121 (1

May) and 196 (15 July) for the choice of both informative

and non-informative prior distributions. These allow visual-

ization of the uncertainty within a day and between days for

late spring and mid-summer. Clearly the predictions result-

ing from informative and non-informative priors were sim-

ilar. For both days higher values of GPP were observed in

the afternoon compared to the morning on both Julian days.
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Figure 3. Histograms of half hourly GPP (Morning and afternoon)

and daily sum of GPP when using the following: (a) informative

priors on Julian day 121 (1 May 2009), (b) non-informative pri-

ors on Julian day 121, (c) informative priors on Julian day 196 (15

July 2009), (d) non-informative priors on Julian day 196. The morn-

ing and afternoon time belong to half-hour 08:00 to 08:30 and 13:00

to 13:30 CET respectively. The y axis is frequency; CET is Central

European Time.

This reflected the increase in GPP predictions with increas-

ing PPFD from morning to afternoon. The assimilation of

carbon was also expected to increase from the start of the

growing season to the peak (summer time) of the growing

season. It was clear that higher values in GPP were predicted

on Julian day 196 compared to Julian day 121 for both morn-

ing and afternoon. Seasonal variation in daily GPP was also

observed in the daily sum of GPP, which increased from 7–

9 gCm−2 d−1 on Julian day 121 to 10.5–12.5 gCm−2 d−1 on

Julian day 196. Variation in daily GPP during the 2009 grow-

ing season for the choice of informative priors is shown in

Fig 4. The same plot for the choice of non-informative priors

is shown in Fig. S4.

We tested whether within the posterior half-hourly GPP

distributions, the non-rectangular hyperbolic relationship of

GPP with PPFD had been preserved. Figure 5 shows, for

an example 10-day block (Julian days 121–130), posterior

GPP versus PPDF. The resulting curve shows that the non-

rectangular hyperbolic relationship was indeed preserved,

and GPP values initially rose and reached a plateau with in-

creasing PPFD. This is important since our daily GPP esti-

mates were obtained by summing half-hourly values. Since

the range of PPDF values during the day is large and the rela-

tionship between PPFD and GPP non-linear, a realistic rep-

resentation of the light response curve of GPP is important.
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Figure 4. Median (solid line) and 95 % credible intervals (dashed

lines) of daily GPP distributions during the growing season of 2009

(1 April to 31 October 2009, Julian days 91 to 304) for the choice

of informative prior distributions.

We concluded that the posterior predictions of half-hourly

and daily GPP were reliable. We used the posterior distribu-

tion of the NRH parameters to predict half-hourly NEE and

the 95 % credible intervals bracketed 94 % of the available

half-hourly NEE measurements (Sect. 3.1 and Fig. 2). This

indicated that our posterior predictions accurately captured

the uncertainty in the measured NEE values. We used the

same posterior distributions of the NRH parameters to esti-

mate uncertainty in half-hourly GPP. Therefore, we expect

that the underlying uncertainty in half-hourly GPP was also

accurate.

3.3 Posterior distributions of β

Figures 6 and 7 show the temporal profile (mean and 95 %

credible interval) for β for each 10-day block for informative

and non-informative prior β distributions respectively.

A clear seasonal pattern in the posterior distribution of α

and Amax was observed. When using non-informative pri-

ors, spikes in the 97.5 % iles for Amax were observed at

41, 47, and 59 mg CO2 m−2 s−1 (Fig. 7e) for three 10-day

blocks (Julian days 91–100, 281–290, and 291–300). These

values are physically unrealistic (see Sect. 2.4.2). When us-

ing informative priors, the same three 10-day blocks also

showed spikes in the 97.5 % iles for Amax (Fig. 6e); however

these spikes were much smaller and were physically realis-

tic. For other 10-day blocks, both choices of prior yielded

comparable posterior distributions of Amax (Figs. 6e and 7f)

with uncertainty less than that of the informative and non-

informative prior distributions (Fig. 1c and Sect. 2.4.1). The

posterior distributions of α, r0, and kT were similar for both

choices of prior distribution. The choice of non-informative
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Figure 5. Median (solid line) and 95 % credible intervals (dashed

lines) of half-hourly gross primary production (GPP) with photo-

synthetic photon flux density (PPFD) for a 10-day block (1 May to

10 May 2009, Julian days 121 to 130) for the choice of informative

prior distributions.

prior yielded wider credible intervals for θ compared to the

choice of informative priors (Figs. 6b and 7b).

We calculated the sum of daily GPP for each of the above

mentioned 10-day blocks (91–100, 281–290, and 291–300)

for both choices of prior (Fig. S5). We found no significant

difference in the range of GPP for each block. For example,

the range of daily-summed values for 10-day block 281–290

was 26–38 gCm−2 d−1 for both choices of prior. This indi-

cated that the unrealistic spikes in the posterior distributions

of Amax did not affect the prediction of GPP. This led us to

evaluate the sensitivity of GPP to Amax. We fixed the value

of the NRH parameters α, θ , r0, and kT at their mean. We

varied Amax from 0 to 100 mgCO2 m−2 s−1 at an interval of

0.5. We estimated the value of GPP at each interval using

Eq. (2). Amax was varied from 0 to 100 mgCO2 m−2 s−1 so

that it could cover the spikes in the posterior distributions of

Amax (Fig. 7e).

The plot of Amax against GPP (Fig. 8) revealed that GPP

varied strongly up to Amax = 5 mgCO2 m−2 s−1. After this

value GPP saturated. The underlying reason is the fact that

in light-limited conditions, i.e., Amax� α×PPFD, Eq. (2)

reduces to Pa = α× PPFD and hence Pa and thus GPP be-

comes independent of Amax. This explains why the GPP pos-

terior predictions were not affected by the unrealistic values

of Amax occurring in periods of low light intensities. The

choice of prior distribution therefore played a minimal role

in the prediction of GPP. The use of informative priors, how-
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Figure 6. Median (solid lines) and 95 % credible intervals (dashed

lines) of the posterior distributions of the NRH parameters when

using informative prior distributions for each 10-day block during

the growing season in 2009. The x axis is the first Julian day of each

10-day block. The y axis represents NRH parameter. Information

about the NRH parameters is given in Table 1.

ever, constrained the estimation of the posterior distributions

of the parameters.

3.4 Some issues and limitations of this study in

estimating uncertainty using the NRH model

The Bayesian approach applied to the NRH model is a solid

method to quantify the model parameters and their uncer-

tainty. The 10-day block although suited for the purpose of

this study, is insufficient to incorporate the effects of more

rapid changes (day to day) in soil moisture and nutrient lev-

els in the NRH model. In principle, these rapid changes could

be incorporated by daily estimation of the NRH parame-

ters (Aubinet et al., 2012; Gilmanov et al., 2013), although

this could not be achieved in this study due to the lack of

continuous high-quality, half-hourly NEE data. The tempo-

ral variation in soil moisture and nutrient level for the study

site should be investigated further. This may help to select an
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Figure 7. As Fig. 6 when using non-informative prior distributions.

To help the visualization ofAmax we have added a subfigure (f) with

the spikes removed (i.e., without the blocks of Julian days 91–100,

281–290, and 291–300).

optimum block size where the within-block variation is lim-

ited. The availability of continuous high-quality NEE data,

however, may impose further constraints on the selection of

an optimum block size.

The residual term εi in Eq (6) contains the model repre-

sentation error and the random measurement error. We were

unable to separate εi into these two components. It is possible

to calculate the random measurement error using the paired-

measurement approach (Richardson et al., 2006b). Richard-

son et al. (2008) compared the random measurement error

in NEE to εi , and concluded that εi is mainly due to the

random measurement error. We assumed the same to hold

for our study, although we could not evaluate this using the

paired-measurement approach. Model representation errors

included, for example, the fact that we have not parameter-

ized respiration separately for day and night, or separately

for vegetation and soil. Vegetation respiration depends also

upon other factors, such as irradiance (Sun et al., 2015), pho-

torespiration (because it is nearly proportional to GPP) and
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Figure 8. Variation of gross primary production (GPP) with

the variation of photosynthetic capacity (Amax) from 0 to

100 mgCO2 m−2 s−1. The values of quantum yield (α), degree

of curvature (θ ), ecosystem respiration at reference temperature

(r0), and temperature sensitive parameter (kT ) are fixed at 0.7,

0.0022, 0.1, 0.07 respectively. Air temperature (Ta) and pho-

tosynthetic photon flux density (PPFD) are fixed at 10 ◦C and

900 µmolquantam−2 s−1.

produced CO2 that remains in the trees (Teskey et al., 2008).

It is not feasible to model all these processes separately. Thus

our model can be expected to contain some representation er-

rors.

Systematic errors also result in uncertainty in NEE mea-

surements (Moncrieff et al., 1996; Aubinet et al., 2012). We

have applied the Foken classification system (Sect. 2.1) to fil-

ter out the low-quality NEE measurements that contain high

systematic errors. This reduced the effect of systematic er-

rors on the posterior prediction of NRH parameters and on

the model residuals. A source of systematic error that we

could not account for was storage of CO2 below the mea-

surement height during stable conditions at night (Goulden

et al., 1996). The turbulent mixing after sunrise may cause

hysteresis in the light response curve between morning and

late afternoon hours. This hysteresis will contribute to the

scatter in the model fit, and thus to the uncertainty in the es-

timated parameters.

The implementation of the NRH model assumed that

PPFD and Ta were known without error and all uncertainty

was attributed to the response variable (NEE). This assump-

tion is usual in statistical regression modelling, but is un-

likely to be correct in this case. There is scope to incorporate

information about uncertainty in PPFD and Ta, although this

would lead to a more complicated model. Future research

could examine whether relaxing this assumption would im-

prove the model.

We focused on the growing season in 2009. This short

period was chosen to illustrate the implementation of the

Bayesian approach to quantify the uncertainty in half-hourly

partitioned GPP using the NRH model. The study could be

extended towards multiple years, allowing a multi-year com-

parison although that was outside the scope of our method-

ological focus. Further, different models have been inves-

tigated previously to partition GPP (Desai et al., 2008;

Richardson et al., 2006a). Any model is a source of uncer-

tainty in itself because it cannot account for every process.

The scope of this study can therefore be further widened

by addressing multiple established ways of partitioning GPP

and thus analysing uncertainty associated with these.

Beer et al. (2010) partitioned GPP from NEE both using

the rectangular hyperbola (RH) light-response curve (Lass-

lop et al., 2010) and a conventional night-time data based ap-

proach (Reichstein et al., 2005) for many FLUXNET sites,

and further used the partitioned GPP to calibrate five highly

diverse diagnostic models for GPP to produce the distribu-

tion of global GPP. Although the present study focused on

better understanding the uncertainty in partitioning GPP us-

ing NRH light-response curve, future research can build on

our findings and extend our approach to other sites and years.

4 Conclusions

The study concluded that the choice of informative and non-

informative prior distributions of the NRH model parame-

ters led to similar posterior distributions for both GPP and

NEE. Obtaining informative priors is time consuming be-

cause the values of each parameter are not explicitly men-

tioned in the literature. Informative priors also require the

acquisition of information on species or site-specific val-

ues of photosynthetic capacity at light saturation (Amax) and

ecosystem respiration at reference temperature (r0) parame-

ter. As an alternative, non-informative priors can be obtained

with proper constraints using minimum information on the

NRH parameters such as the positivity of Amax. Therefore,

non-informative priors can be used for any species type ir-

respective of study sites. These findings are valuable to con-

duct uncertainty analysis across a larger sample of sites with

different GPP characteristics, e.g., by obtaining NEE and

other meteorological data from the FLUXNET data base.

The downside of non-informative prior is the production of

spikes in the posterior of Amax for some days in this study.

Therefore, if such values are of interest in a particular study

(e.g., photosynthesis nitrogen use efficiency that relies on the

ratio ofAmax and leaf nitrogen) then informative prior should

be used.

The estimates of the NRH model parameters were ob-

tained for 10-day blocks. The values of the posterior parame-

ters and their variation over time could provide further under-

standing of how the forest responds to factors not included in

the model, such as soil moisture, nutrition or tree age.

Quantifying uncertainty estimates as empirical distribu-

tions in half-hourly gross primary production (GPP) was

implemented in the Bayesian framework using the non-

www.biogeosciences.net/13/1409/2016/ Biogeosciences, 13, 1409–1422, 2016
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rectangular hyperbola (NRH) model. These uncertainty esti-

mates were provided at daily time steps. The approach could

be extended to include the uncertainty in meteorological

forcing, in particular photosynthetic photon flux density and

air temperature. The distributions in half-hourly GPP can be

further used to obtain distributions at any desired time steps,

such as 8-day and monthly. The uncertainty in GPP estimated

in this study can be used further to quantify the propagated

uncertainty in the validation of satellite GPP products such

as MODIS 17 or process-based simulators such as BIOME-

BGC. Although we focussed on quantifying the uncertainty

in GPP partitioning, our approach could also be used to ei-

ther estimate Reco or fill missing NEE data and this will be

achieved in the future study.

The Supplement related to this article is available online

at doi:10.5194/bg-13-1409-2016-supplement.
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